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Abstract—Shortest path query is one of the most fundamental and classic problems in graph analytics, which returns the complete

shortest path between any two vertices. However, in many real-life scenarios, only critical vertices on the shortest path are desirable

and it is unnecessary to search for the complete path. This paper investigates the shortest path sketch by defining a top-k critical

vertices (kCV) query on the shortest path. Given a source vertex s and target vertex t in a graph, kCV query can return the top-k

significant vertices on the shortest path SP ðs; tÞ. The significance of the vertices can be predefined. The key strategy for seeking the

sketch is to apply off-line preprocessed distance oracle to accelerate on-line real-time queries. This allows us to omit unnecessary

vertices and obtain the most representative sketch of the shortest path directly. We further explore a series of methods and

optimizations to answer kCV query on both centralized and distributed platforms, using exact and approximate approaches,

respectively. We evaluate our methods in terms of time, space complexity and approximation quality. Experiments on large-scale

real-world networks validate that our algorithms are of high efficiency and accuracy.

Index Terms—kCV query, shortest path sketch, road network, social network, web graph

Ç

1 INTRODUCTION

RECENT researches have concentrated on statistical char-
acteristics of networked systems such as social net-

works [1], web graphs [2] and road networks [3], [4], [5], [6],
[7]. Among them, point-to-point shortest distance and path
queries are fundamental problems for numerous applica-
tions [8], [9], [10], [11], [12]. However, traditional solutions
such as Dijkstra algorithm [13] cannot be widely applied
due to its inefficiency on sizable graphs. Hence, various
approaches have been proposed to efficiently solve shortest
path problem in big graphs [14], [15], [16], [17]. State-of-the-
art shortest path algorithms [18], [19], [20] mainly aim to
find the whole path, whereas at most time, people are only
interested in several crucial parts (e.g., a few key vertices)
on the shortest path. For example, most travelers only care
about trade centers or transportation hubs in their routes.
Based on this phenomenon, researchers start to focus on
the algorithms of shortest path sketch. A recent one is
k-skip [21] query, which returns P �, a subset of the vertices

on the shortest path P . P � contains at least one vertex from
every k consecutive vertices in P .

This paper studies another variant of the shortest path
sketch. We propose a top-k critical vertices (kCV) query on
the shortest path between a given pair of vertices, which can
return the top-k significant vertices on the shortest path.
The significance of each vertex can be determined by several
factors, andwewill introduce them in detail later. kCV query
can benefit people in many ways. For instance, on road net-
works, kCV query can help the travelers to identify the short-
est path in a fast way, because in most cases the travelers
already have a previous knowledge of the most important
vertices on the shortest path, which are often thewell-known
places. Besides, sometimes when two friends need to meet
each other in some landmarks, kCV query is a good way for
them to find a list of popular places on their shortest path to
meet, for example, a big shopping mall. On social networks,
those people with lots of followers can be regarded as high-
significance vertices. Users are interested in the social stars
and celebrities on their chains of connection.We denote the k
critical vertices returned by kCV query as kCV objects.

Fig. 1 illustrates an example of a 3CV query with source
vertex s and target vertex t on their shortest path SP ðs; tÞ.
Suppose the upper vertices are more significant, the query
returns critical vertices v1; v2; v3 successively.

In this paper, we study on different methods to answer
kCV query on centralized and distributed platforms respec-
tively and implement them with high efficiency. Vertices
should be ordered according to the definition of significance.
Intuitively, significance describes the importance of each
vertex and can be defined by various criteria. For example,
the degree or betweenness centrality of vertices could be a
good indicator for vertex significance.

In order to answer kCV query, we adapt label-based
strategy [22][23] for the preprocessing. These are feasible
labeling algorithm based on distance oracle. Distance oracle
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is an auxiliary data structure generated in preprocessing
in order to accelerate distance queries between any pairs
of vertices. A practical distance oracle is constructed with
affordable time and space cost, and it is supposed to answer
the distance query with high accuracy in constant time. If
taking vertex order into consideration, distance oracle could
be utilized to answer kCV query by storing the highest
significance vertex on the shortest path of every pair, which
is the fundamental idea of our basic method to answer kCV
query.

In most cases, for a distance oracle, more efficient query
requires longer preprocessing time, and higher accuracy
results need more time and space consumption. By different
ways of constructing the distance oracle, the trade-off
between accuracy and cost in time and space, and the trade-
off between time consumption in preprocessing and query
could be both adjusted.

The above basic method has some unnecessary overhead
in the query (see details in Section 4.3.2), and hence we pro-
pose an optimization to improve the efficiency by modifying
the way of distance oracle construction. With this optimiza-
tion, we can save the query time by reducing some extra
operations, and this acceleration of query is clearly observed
in the experiments on real networks. But on the other hand,
it costs higher time and space consumption in preprocessing.

To achieve better performance, we propose two parallel
approaches to kCV query. The first method utilizes multi-
threading technique for parallel acceleration. With a slight
loss of optimality, the multi-threading method can improve
the efficiency dramatically with the increment of the num-
ber of threads. Second, we leverage specialized distributed
processing systems [24], [25], [26], [27], [28] for acceleration,
in which delicate designs are provided to fully utilize
the features of the distributed framework. In order to better
utilize the capability of distributed processing, we also
explore and implement top-k batch query (kBCV query) dis-
tributively, which can afford a large number of approximate
kCV queries on all pairs in a set of vertices, applying reverse
labeling and pruning methods.

In all, the main contributions of our work can be summa-
rized as follows:

� We propose kCV query and explore a series of rele-
vant techniques to solve it. This is the first study
about kCV query to the best of our knowledge.

� We explore a basic method to answer kCV query and
implement it on centralized platform, which com-
putes the score of the vertex significance, sorts and
outputs the kCV objects on shortest path with time
complexity OðdkjLjÞ, where d stands for the average
degree of vertices in the graph.

� We propose pure-labeling method, which also
returns exact kCV objects and performs faster than
basic method by a constant factor d, reduces time
complexity of query from OðdkjLjÞ to OðkjLjÞ, but
requires longer preprocessing time.

� We design a parallel method with multi-threading
technique. Compared with the above methods
returning exact answers, multi-threading method is
much more efficient but incurs a little sacrifice of
accuracy (but also acceptable). The speedup can
reach k=log ðakÞ, where a is a parameter which deter-
mines the tradeoff between time and accuracy.

� We explore kBCV query, which can support quanti-
ties of kCV queries on every pair of vertices in a set
distributively. By adopting distributed computing,
experimental results show that the algorithm is of
good efficiency.

The rest of this paper is organized as follows. Section 2
shows some related work. Section 3 gives several definitions
mentioned in this paper. Section 4 studies techniques for
kCV query on centralized platform, while Section 5 introdu-
ces kBCV query on distributed platform. Section 6 presents
our experimental evaluations. We make a conclusion in
Section 7.

2 RELATED WORK

2.1 Dijkstra and Bi-Directional Dijkstra

Dijkstra. Dijkstra [13] is a classical algorithm to solve shortest
path problem,which can be applied to graphswith non-nega-
tive edges. Given an input directed graphG ¼ ðV;EÞ, in order
to find SPðs; tÞ, the algorithm starts at the source vertex s, tra-
verses other connected vertices in ascending order of distance.
Dijkstra keeps a priority queue to get the minimal distance
from s to all unselected vertices and uses a set S to store the
vertices which have been selected. Initially, both S and the
priority queue are empty. In every iteration, choose the unse-
lected vertex v 2 V nS with minimal distance dðs; vÞ from the
priority queue, add v into S, and store dðs; vÞ as the shortest
distance between s and v. For each neighbor w of v, update
the distance dðs;wÞ ¼ minfdðs;wÞ; dðs; vÞ þ lðv;wÞg. When
the target vertex t is visited, SPðs; tÞ has been found. The
asymptotic time consumption of Dijkstra is Oðmþ n logmÞ,
where n is the number of nodes, and m is the number of
edges.

Bi-Directional Dijkstra [29]. For query ðs; tÞ, in bi-directional
Dijkstra, a forward search from s and a reverse search from t
will start simultaneously. Both of them are Dijkstra searches
but in opposite directions. Vertices are visited in ascending
order of rs;tðvÞ ¼ minfdðs; vÞ; dðv; tÞg. With these two
searches, bi-directional Dijkstra is much more efficient than
the traditional Dijkstra. Many state-of-the-art shortest path
algorithms [30], [31] are based on bi-directional Dijkstra.

2.2 Contraction Hierarchies

Contraction hierarchies (CH) [30] is a preprocessing-based
shortest path algorithm which exploits hierarchical index.
In preprocessing, CH calculates distances between some pair-
wise vertices, then uses the results to accelerate the query.
Concretely, CH contracts the vertices in bottom-up order and
adds shortcuts to ensure the correctness of shortest distance

Fig. 1. 3CV query on SP(s,t).
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computation in the remained graph. The remained graphs in
each iteration are denoted byG1;G2; . . . ;Gn. Suppose v is the
next vertex to be contracted inGi, and u is an incoming neigh-
bor of v (u 2 NinðvÞ, whereNinðvÞ is the set of all the incoming
neighbors of v), w is an outgoing neighbor of v (w 2 NoutðvÞ),
for each u 2 NinðvÞ and w 2 NoutðvÞ, CH computes dðu;wÞ
after v is removed, and compares it with lðu; vÞ þ lðv;wÞ,
where lðu; vÞ and lðv;wÞ denote the lengths of the edges u ! v
and v ! w. If lðu; vÞ þ lðv;wÞ < dðu;wÞ, SPðu;wÞ must pass
v, then a shortcut u ! w should be inserted into Giþ1, whose
length is lðu; vÞ þ lðv;wÞ. With shortcuts, dðu;wÞ calculated in
Giþ1 cannot be influenced by the removal of v. Vertices are
sorted by the order of contraction, i.e., the rank of v, rðvÞ ¼ i
iff v is contracted in the ith iteration. Then CH gets a total
order of all vertices, where rðuÞ > rðvÞ means u has higher
rank than v. After preprocessing, the original graph G with
shortcuts inserted turns into a new graph, denoted by G�. In
G�, for any pair ðs; tÞ, if all vertices on SPðs; tÞ (except s and t)
have lower rank than s and t, i.e., if for all v 2 V ðSPðs; tÞÞ,
rðvÞ < rðsÞ and rðvÞ < rðtÞ, then there must exist a shortcut
s ! twith length dðs; tÞ.

Bi-directional Dijkstra finds SP ðs; tÞ by running searches
from both s and t in contrary directions with CH pruning in
G�. Take the forward search from s as an example, only the
edges ðu; vÞwith rðuÞ < rðvÞwill be visited.

The efficiency of CH is mainly determined by the total
order. In practice, CH is a fast algorithm in most cases, but in
theworst case, the complexity can reach up toOðn2 lognÞ.

2.3 Labeling

Labeling method is a branch of distance oracle, studied in
[23], [32], [33], [34]. 2-hop labeling [23] attempts to find a
subset of vertices with the best connectivity in the graph.
Each vertex u has a label LðuÞ, which is regarded as a sim-
plification of shortest distance computation. For directed
graphs, LðuÞ includes the forward label LfðuÞ and reverse
label LrðuÞ. LfðuÞ contains the information about the outgo-
ing shortest paths from u and LrðuÞ contains the information
about the incoming shortest paths to u. Based on 2-hop
labeling, any reachability, shortest path or distance query
ðs; tÞ can be answered by just taking LfðsÞ and LrðtÞ.

Hub label algorithm (HL) [22] is a practical implementa-
tion of the labeling strategy. In HL, both LfðuÞ and LrðuÞ
consist of an array. Take LfðuÞ as an example, elements of
the array are pairs like ðv; dðu; vÞÞ, where vertex v is called a
hub. A pair ðu; vÞ is covered by hub w iff w is on one of the
shortest paths between u and v. Labels obey cover property:
for any two vertices s and t, there is at least one vertex w on
SP ðs; tÞ in both LfðuÞ and LrðuÞ.

Hierarchical hub labeling (HHL) [35], [36], [37] can be
considered as HL with hierarchies of vertices. Hierarchical
labeling satisfies following conditions:

(1) For any path P ðu; vÞ, there exists a sole highest-rank
vertex w on it.

(2) For any pair ðu; vÞ, the vertex with the highest rank
on SP ðu; vÞ is in both LfðvÞ and LrðuÞ.

Thus, on a shortest path SP ðs; tÞ, the vertex with the
highest rank can be found out in LfðsÞ \ LrðtÞ. Taking
advantage of this feature, we adopt labeling strategy in the
preprocessing.

3 PROBLEM DEFINITION

A real world network can be considered as a directed
weighted graph G ¼ ðV;EÞ, where V ¼ V ðGÞ is the set of all
the nodes, and E ¼ EðGÞ is the set of all the edges. There is
a weight function E ! Rþ to map each edge to its weight.
We use n ¼ jV j to denote the number of vertices and
m ¼ jEj to denote the number of edges. The weight of edge
e is denoted as lðeÞ.

For any s; t 2 V , our sketch of SP ðs; tÞ, which is denoted
as SP �ðs; tÞ, consists of the top-k critical vertices in SP ðs; tÞ,
where k is a user-defined integer.

Definition 1 (Significance). Every vertex v in G has a signifi-
cance. Significance of v, denoted as sgðvÞ, can be regarded as
the importance of v. Without loss of generality, we assume that
for any u; v 2 V , sgðuÞ 6¼ sgðvÞ. If sgðsÞ > sgðtÞ, significance
of s is higher than t, which means s is more significant than t.

Definition 2 (Top function). TopðSÞ stands for the highest-
significance vertex in S, where S is a set of vertices.

TopðSÞ ¼ argmax
vx2S

sgðvxÞ (1)

Similarly, for a path P , TopðP Þ means the highest-significance
vertex on P .

For a path P ðu; vÞ, also denoted as Puv, we define Top�ðPuvÞ
as the highest-significance non-endpoint vertex onPuv:

Top�ðPuvÞ ¼ argmax
vx2V ðPuvÞ^vx 6¼u;v

sgðvxÞ (2)

Definition 3 (kCV query). The input of top-k critical vertices
(kCV) query is a quadruple ðG; s; t; kÞ, where k is the user-
defined number of required critical vertices ðk > 0Þ. The result
is an array ððv1; dðs; v1ÞÞ; ðv2; dðs; v2ÞÞ; . . . ; ðvk; dðs; vkÞÞÞ.
These kCV objects make up SP �ðs; tÞ ¼ vp1 ! � � � ! vpk ,
where p1 � pk are the orders of kCV objects sorted by their actual
positions on SP ðs; tÞ. If jV ðSP Þj � k, then SP � is exactly the
complete shortest path, in this case SP �ðs; tÞ ¼ SP ðs; tÞ. We
mark the kCV objects as ktopðs; tÞ ¼ fv1; . . . ; vkg, where
sgðv1Þ > sgðv2Þ > � � � > sgðvkÞ.
Our problem can be described straightforward: returning

the top-k highest-significance vertices on the shortest path
between the given pair.

In Table 1, we present all the symbols used in this paper.
The idea of significance is related to hierarchical strategy.

CH [30] is an example which adopts hierarchical index. For
a CH shortest path query ðs; tÞ, a bi-directional search runs
from s and t with shortcuts, which is bottom-up, i.e., the
search visits vertices from lower to higher significance
on SP ðs; tÞ in G�. However, our goal is contrary to CH.
We need a top-down search to quickly get the top vertices
on shortest paths. For simplicity of description, in following
sections we assume that the shortest path is unique, but we
can also handle the case of multiple shortest paths, which
will be discussed in Section 4.3.3.

4 CENTRALIZED SOLUTIONS TO KCV QUERY

4.1 Overview

On centralized platform, we propose three algorithms for
kCV query, consisting of both exact and approximate
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methods. Exact solutions include the basic and the pure-
labeling methods. To further improve the query efficiency,
we explore an approximate approach with multi-threading
technique, which can also achieve high accuracy and dra-
matically enhance the efficiency. All these three methods
follow similar intuitions: relying on the preprocessed dis-
tance oracle, SP ðs; tÞ is split into subpaths progressively,
and we add the critical vertices found on the subpaths into
ktopðs; tÞ in top-down order. We will give the proof for the
correctness of our algorithms.

4.2 Basic Method

4.2.1 Preprocessing

We adopt hierarchical hub labeling [35] for the preprocess-
ing to accelerate kCV query. The preprocessing consists of
two parts: vertex ranking and label construction. We rank
vertices with some predefined measure criteria of signifi-
cance to obtain a total order of all v 2 V , then we construct
hierarchical labels for each vertex, including the forward
label LfðvÞ and reverse label LrðvÞ, ensuring that for any
pair ðs; tÞ, TopðSP ðs; tÞÞ is in both LfðsÞ and LrðtÞ. The
online query is based on this offline preprocessing.

Vertex Ranking. In researches on the topology of networks,
measuring the significance of vertices is fundamental. For
kCV query, ranking vertices by their significance is quite
essential for our subsequent algorithms because kCV query
focuses on the significance of vertices, i.e., our query is
order-sensitive. Denote the rank of vertex v as rðvÞ, where
(rðvÞ 2 f0; 1; . . . ; n� 1g). A vertex u is the lowest-significance
vertex iff rðuÞ ¼ 0.

We list some typical criteria for vertex ranking on
networks as follow:

(1) Degree: the degree (including in-degree and out-
degree) of v is the number of edges incident to v. Ver-
tices with higher degree tend to be more significant
in most cases.

(2) Betweenness centrality (betweenness): this is a com-
mon and representative standard to measure the
significance of vertices, applied widely in networks.
Betweenness centrality of vertex v can be computed
by this expression:

betweennessðvÞ ¼
X

s 6¼v 6¼t

sstðvÞ
sst

(3)

where sst is the number of the shortest paths from
vertex s to vertex t, sstðvÞ is the number of the short-
est paths from s to twhich pass v.

(3) Stress centrality: the number of the shortest paths
that pass through the vertex.

stressðvÞ ¼
X

s 6¼v 6¼t

sstðvÞ (4)

If we keep a shortest path tree SPT ðvÞ for every
v 2 V (if the shortest paths are not unique, keep a
DAG), and denote the set of the descendants of w
(including w) in SPT ðvÞ as descendantsðw; SPT ðvÞÞ,
then stressðwÞ can be estimated by:

stressðwÞ �
X

v2V
jdescendantsðw; SPT ðvÞÞj (5)

In label-based algorithms, the ranking criterion is a main
factor to determine the label size. Consequently, it has a
marked impact on query efficiency and space consumption.
The ranking criterion we apply should: 1) evaluate the verti-
ces in a reasonable and meaningful way, i.e., the criterion
cannot be set randomly or aimlessly, instead, it must reflect
realistic meanings for the users; 2) try to improve the label
quality and reduce the time and space consumption in
query. Fortunately, researches [30], [36], [38] have shown
that the two requirements have common ground and com-
parability in practice. Although finding a rank for optimal
HHL is an NP-complete problem [39], there are some poly-
nomial-time approximation algorithms [35], [36] for small-
est labeling. In our implementation, we adopt the ranking
methods in [30], [36], first use the preprocessing of CH to
contract the low-significance vertices and reduce the size of
G to get a much smaller remained graph G0 containing only
the top-L vertices, then reorder these vertices with selected
criteria. Finally, combine the reordered top-L vertices and
the rest ones to get the total order.

Label Construction. With a given total order, labels should
be generated for each vertex. A naive method is running
Dijkstra from every vertex u and putting ðu; dðu; vÞÞ into
LðvÞ for each v 2 SPT ðuÞ. A much more efficient way is
pruning labeling (PL) [38], which is similar to Dijsktra, but
can efficiently establish hierarchical labels with pruning.
The main idea is: the initial labels are all empty; process
vertices in top-down order (from the highest to the lowest
significance); in every iteration, add a vertex into relevant
labels. Specifically, when vertex u is processed, run two
pruned Dijkstra:

TABLE 1
Symbols

Variable & Function Description

G Input graph
V ð�Þ The set of vertices on a path or graph
Eð�Þ The set of edges on a path or graph
n The number of nodes in G
m The number of edges in G
lð�Þ Weight of edge
Ninð�Þ The incoming neighbors of a vertex
Noutð�Þ The outgoing neighbors of a vertex
sgð�Þ Significance of vertex
SP ð�Þ Shortest path
k The number of user-defined required

critical vertices
ktopð�Þ The kCV objects on the shortest path
SP �ð�Þ The sketch of the shortest path
Topð�Þ The highest significance vertex

in a set or a path
Top�ð�Þ The highest significance non-endpoint vertex

on a path
hopð�Þ The number of hops on a path
Lf ð�Þ Forward label of a vertex
Lrð�Þ Reverse label of a vertex
SPT ð�Þ Shortest path tree rooted at a vertex
cð�Þ The function which returns the top vertex

on a shortest path
c0ð�Þ The function which returns the top vertex

(not endpoint) on a shortest path
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(1) Start at vertex u, run forward Dijkstra (only visiting
outgoing edges), then for every vertex v visited by
the search, run HL query on current partial labels to
compute an estimated value dhðu; vÞ for dðu; vÞ. If
dhðu; vÞ � dðu; vÞ, that means ðu; vÞ has been covered
by previous hubs, thus the search can be pruned by
ignoring v and v’s descendants. Otherwise, insert
ðu; dðu; vÞÞ into LrðvÞ and continue the search.

(2) Same as above, but in the opposite direction.
Run reverse search (only visiting incoming edges) to
construct forward labels.

After applying this algorithm on every vertex, hierarchi-
cal labels have been constructed in a top-down way.

4.2.2 Query

We first introduce several utility methods which help
design the basic method, then we present the whole process
and analyze the characteristics of this algorithm.

cc Operation. For any pair ðu; vÞ, we traverse LfðuÞ \ LrðvÞ
and find a subset V 0, where each vi 2 V 0 can minimize
dðu; viÞ þ dðvi; vÞ. Notice that TopðV 0Þ ¼ TopðSP ðu; vÞÞ, we
select vx ¼ TopðV 0Þ and denote this operation as:

cðu; vÞ ¼ Topðfvi 2 LfðuÞ
\ LrðvÞj argmin

vi

ðdðu; viÞ þ dðvi; vÞÞgÞ (6)

Operation cðu; vÞ can be considered as a function which
can return TopðSP ðu; vÞÞ.

Assistant Query. Assistant query aims to find the neigh-
bors of a vertex vx on the shortest path which passes
through vx. To achieve it, we can exploit any distance oracle
which supports high-efficiency shortest distance query.
Nrðvx; uÞ is defined as the set of all incoming neighbors of vx
on SP ðu; vxÞ. By symmetry, Nfðvx; vÞ is the set of all
outgoing neighbors of vx on SP ðvx; vÞ. Take SP ðu; vxÞ as an
example, for every incoming neighbor vm of vx, we use
an efficient sub query on pair ðu; vmÞ to find dðu; vmÞ. If
dðu; vmÞ þ lðvm; vxÞ ¼ dðu; vxÞ, it means that vm 2 Nrðvx; uÞ.
vn 2 Nfðvx; vÞ is obtained in a similar way. Since HHL query
[35] is an efficient way to get the shortest distance, we can
adopt it in the assistant query method.

Some relevant definitions are listed as follows:

Definition 4 (Strict partition). Suppose path P is split into
subpaths P1; P2; . . . ; Px, if V ðP Þ ¼ V ðP1Þ [ V ðP2Þ [ � � � [
V ðPxÞ, and for any 1 � i 6¼ j � x, EðPiÞ \ EðPjÞ ¼ ;, then P
is strictly partitioned by these subpaths. For vertex pairs, ðs; tÞ
is strictly partitioned by ðs1; t1Þ; ðs2; t2Þ; . . . ; ðsx; txÞ iff there
exist shortest paths P ðs; tÞ; P ðsi; tiÞ; i ¼ 1; . . . ; x, where P ðs; tÞ
is strictly partitioned byP ðs1; t1Þ; P ðs2; t2Þ; . . . ; P ðsx; txÞ.
The pseudo code of the basicmethod is presented inAlgo-

rithm 1. The query method is a divide-and-conquer process.
SP ðs; tÞ is split into many subpaths progressively. The algo-
rithm starts with an empty array ktop ¼ ; (line 1), cðs; tÞ
returns the 1st candidate vertex (line 2). We use a priority
queue to store the candidate vertices, where the elements in
the queue are served according to their significance (from
higher to lower). In the ith iteration, the priority queue pops
out the highest-significance unselected candidate vertex x,
we select x as the ith CV object (lines 4-5). Then, the subpath

ðu; vÞ which passes through x is split into two ones by x
(lines 6-8). Obviously x is the top vertex on both P ðu; xÞ and
P ðx; vÞ, thus c operations are meaningless on these two sub-
paths. Instead, we use assistant queries to find the neighbors
m 2 Nrðx; uÞ (lines 9-16) and n 2 Nfðx; vÞ (lines 17-24). If the
shortest paths are not unique, we break ties in favor of the
higher-significance vertices. After that, P ðu; vÞ is split into
P ðu;mÞ and P ðn; vÞ (line 25). In a nutshell, the new subpaths
which are split by last selected CV object are denoted as the
active subpaths (Initially, SP ðs; tÞ is regarded as an active
path). We do c operations on the active subpaths and add
the top vertices on them into the priority queue as new candi-
date vertices (lines 13-14, 21-22). The algorithm runs itera-
tively and terminates when it returns all the kCV objects.

Algorithm 1. Basic Method of kCV Query

1: ktop ¼ ;
2: queue.push(cðs; tÞ)
3: while jktopj < k and !queue.isEmpty do
4: x=queue.pop()
5: ktop.push(x)
6: Subpath sp ¼ x.getsubpath()
7: Vertex u ¼ sp.getStart()
8: Vertex v ¼ sp.getEnd()
9: Distance dux ¼ findDistanceðu; xÞ
10: form 2 NinðxÞ do
11: Distance dum ¼ findDistanceðu;mÞ
12: if ðdum þ lðm;xÞ ¼ duxÞ then
13: Vertex topum ¼ cðu;mÞ
14: queue.push(topum)
15: end if
16: end for
17: Distance dxv ¼ findDistanceðx; vÞ
18: for n 2 NoutðxÞ do
19: Distance dnv ¼ findDistanceðn; vÞ
20: if ðdnv þ lðx; nÞ ¼ dxvÞ then
21: Vertex topnv ¼ cðn; vÞ
22: queue.push(topnv)
23: end if
24: end for
25: splitPathðsp;m; nÞ
26: end while

Fig. 2 shows an example of the basic method to answer
a 3CV query ðvs; vtÞ. c operation on SPðvs; vtÞ returns the 1st
CV object v3 (in full-line red circle). With assistant queries, we
find v2 2 Nrðv3; vsÞ and v4 2 Nfðv3; vtÞ, then split SPðvs; vtÞ

Fig. 2. An example of the basic method.

MA ETAL.: TOP-KCRITICALVERTICES QUERYON SHORTEST PATH 2003

Authorized licensed use limited to: University of Virginia Libraries. Downloaded on October 01,2021 at 02:32:13 UTC from IEEE Xplore.  Restrictions apply. 



into two active subpaths SPðvs; v2Þ and SPðv4; vtÞ. In the 2nd
iteration, candidate vertices v1 and v5 (in dotted-line red
circles) are found and stored into the priority queue. The
queue pops out v1 as the 2nd CV object. The process stops
when the 3CV objects v3; v1; v5 are all returned.

4.2.3 Analysis on Basic Method

Denote the set of all the shortest paths between ðs; tÞ as
ASP ðs; tÞ. We have following analysis on the basic method:

Lemma 1. With labels established in the way introduced in Sec-
tion 4.2.1, the vertex returned from operation c is the highest-
significance vertex on all shortest paths of the given pair.

Proof. As introduced in Section 4.2.1, we construct labels in
top-down order, therefore, the higher-significance verti-
ces are put into the labels earlier and cannot be pruned
later, thus the top vertex on all shortest paths in ASP ðs; tÞ
must be in both LfðsÞ and LrðtÞ. tu
We can imply Theorem 1 from Lemma 1:

Theorem 1 (Correctness of Basic Method). The answer of
the basic method for kCV query ðs; tÞ is exactly the kCV objects
on SPiðs; tÞ 2 ASP ðs; tÞ, where SPiðs; tÞ is the shortest path
which breaks ties in favor of the higher-significance vertices.

Proof. If the shortest path SPðs; tÞ is unique, considering that
we retrieve the kCV objects in top-down order, the top k
selected vertices are exactly the kCV objects. If the shortest
paths are not unique, suppose in the gth iteration, the top
g� 1 CV objects v1; v2; . . . ; vg�1 have been selected, and all
current subpaths are P ðs1; t1Þ; P ðs2; t2Þ; . . . ; P ðsx; txÞ (the
subpaths may not be unique), notice that ðs; tÞ is strictly
partitioned by the top g� 1 CV objects (consider them as
g� 1 pairs of the same vertex) and the pairs ðs1; t1Þ;
ðs2; t2Þ; . . . ; ðsx; txÞ, thus the gth CV object must be on one of
the subpaths. Denote the set of all current candidate verti-
ces as cddðs; tÞ. Suppose ci ¼ cðsi; tiÞ, notice that
cddðs; tÞ ¼ fciji ¼ 1; . . . ; xg. By Lemma 1, ci is the highest-
significance vertex on all SPjðsi; tiÞ 2 ASP ðsi; tiÞ. There-
fore, vg ¼ Topðfc1; c2; . . . ; cxgÞ has higher significance than
any vertices which will be selected as critical vertices after
vg, i.e., vg is exactly the gth CV object. In this way we can
break ties in favor of the higher-significance vertices, and
the vertices returned by Algorithm 1 are the exact kCV
objects. tu
Complexity. In the basic method, k determines the num-

ber of iterations. In each iteration, the time cost in each assis-
tant query is decided by the average label size jLj, the
number of assistant queries hinges on the average degree d,
and the time consumption of the c operations depends on
jLj. In total, the time complexity is OðdkjLjÞ. Compared
with the algorithms which search the complete shortest
path, we adopt offline preprocessing to reduce the online
query latency by directly fetching the kCV objects. Accord-
ing to the recent work [35], jLj can be surprisingly small
even for very large graphs (about 69 for the road network of
western Europe), thus each iteration can be finished in
nearly constant time, which leads to the high efficiency of
kCV query. As for the space consumption in preprocessing,
with some compression methods [40], space cost can be dra-
matically reduced (only 0.8 GB for western Europe).

4.3 Pure-Labeling Method

In the basic method, in order to get the forward and reverse
neighbors of the newly selected vertex on the shortest path,
we need extra assistant queries. When the kCV query is fin-
ished, the total number of assistant queries reaches OðdkÞ.

Although those assistant queries are very efficient, if we
can avoid them, the performance of kCV query can be better
improved. The reason for using extra assistant queries is:
for any subpath ðu; vÞ, Top�ðSP ðu; vÞÞ cannot be found
directly. If labels have such a property: for any pair ðu; vÞ,
Top�ðSP ðu; vÞÞ can be found in LfðuÞ \ LrðvÞ, then the assis-
tant queries are not necessary any more. Denote operation
c0ðu; vÞ ¼ Top�ðSP ðu; vÞÞ, all we need is applying c0ðu; vÞ.
We call this optimization as pure-labeling method.

4.3.1 Preprocessing

We use the same vertex ranking criterion as the basic
method, but modify the way of label construction in the pre-
processing of pure-labeling method.

If at least one shortest path between pair ðs; tÞ passes
through vertex v, it is defined as v covers ðs; tÞ. As a further
extension, we give a definition of real-cover:

Definition 5 (Real-cover). If a vertex v is on at least one short-
est path SPiðs; tÞ 2 ASP ðs; tÞ, and v 6¼ s; t, then v real-covers
ðs; tÞ.
Initially, all labels are empty. We process the vertices in

decreasing order of their significance. Suppose the next vertex
to be processed is u, then we run Dijkstra search from it. The
pruning principle is modified from the basic method. In the
basic method, for every vertex v visited by the search, if
dhðu; vÞ � dðu; vÞ, then all the vertices in descendantsðv;
SPT ðuÞÞ can be pruned from SPT ðuÞ. However, dhðu; vÞ �
dðu; vÞ can only prove that vx ¼ TopðSPðu; vÞÞ has been put
into LfðuÞ and LrðvÞ, but vx might be an endpoint, i.e., vx ¼ u
or vx ¼ v. Thuswemodify the principle of pruningwhile run-
ning the Dijkstra search from every u 2 V as below (take the
forward search as example):

(1) If dhðu; vÞ < dðu; vÞ, then ðu; vÞ must have been cov-
ered by previous hubs except v, then we prune the
descendantðv; SPT ðuÞÞ directly;

(2) If dhðu; vÞ > dðu; vÞ, insert ðu; dðu; vÞÞ into LrðvÞ and
continue the search as normal;

(3) If dhðu; vÞ 	 dðu; vÞ and TopðXÞ ¼ v, where X is a set
of vertices:

X ¼ fxjx ¼ argmin
w2Lf ðuÞ\LrðvÞ

ðdhðu;wÞ þ dhðw; vÞÞg (7)

then we add ðu; dðu; vÞÞ into LrðvÞ, then descendant
ðv; SPT ðuÞÞ can be pruned.

Lemma 2. With the preprocessing of pure-labeling, for any pair
ðs; tÞ, top�ðs; tÞ 2 LfðsÞ \ LrðtÞ.

Proof. For any pair ðs; tÞ, suppose v ¼ topðs; tÞ and
v� ¼ top�ðs; tÞ. If v ¼ v�, obviously v 2 LfðsÞ \ LrðtÞ. Oth-
erwise, notice that v� is the highest-significance vertex in
V ðSP ðs; v�ÞÞns and V ðSP ðv�; tÞÞnt, thus, in the preprocess-
ing, the Dijkstra search rooted by v� can visit s and t, and
then v� is added into LfðsÞ and LrðtÞ. Therefore, top�ðs; tÞ
can always be found in LfðsÞ \ LrðtÞ. tu
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4.3.2 Query

The pseudo code of the pure-labeling method is shown in
Algorithm 2. In pure-labeling method, by omitting assistant
queries, the implementation can be much more concise: just
do c0 operations to select the kCV objects (lines 10-13) and
split subpaths directly (line 9) in each iteration. The correct-
ness of the answer of pure-labeling method can be proved
similarly to the basic method.

Algorithm 2. Pure-Labeling Method of kCV Query

1: ktop ¼ ;
2: queue.push(c0ðs; tÞ)
3: while jktopj < k and !queue.isEmpty do
4: x=queue.pop()
5: ktop.push(x)
6: Subpath sp ¼ x.getsubpath()
7: Vertex u ¼ sp.getStart()
8: Vertex v ¼ sp.getEnd()
9: splitPath(sp)
10: Vertex topux=c

0ðu; xÞ
11: Vertex topxv=c

0ðx; vÞ
12: queue.push(topux)
13: queue.push(topxv)
14: end while

Complexity. Inferred from Lemma 2, the assistant queries
are not necessary in pure-labeling method, thus the time
complexity can be reduced to OðkjLjÞ.

4.3.3 Multiple Shortest Paths

Since shortest paths are barely unique in most graphs, sev-
eral strategies are presented to deal with this case.

� Determine which path to be chosen with some cri-
teria. For example, break ties online in favor of
higher significance vertices, as we applied in Sec-
tion 4.2.2.

� Return the kCV objects on every shortest path
SPiðs; tÞ 2 ASP ðs; tÞ.

For the second strategy, we need some modification based
on the pure-labeling method. First, in the preprocessing,
while running the Dijkstra search from every u 2 V , for
each v visited by the search, the principle of pruning is (take
the forward search as example):

(1) If dhðu; vÞ < dðu; vÞ, prune descendantðv; SPT ðuÞÞ
directly;

(2) If dhðu; vÞ ¼ dðu; vÞ, then we add ðu; dðu; vÞÞ into
LrðvÞ, and descendantðv; SPT ðuÞÞ can be pruned;

(3) If dhðu; vÞ > dðu; vÞ, insert ðu; dðu; vÞÞ into LrðvÞ and
continue the search as normal.

Lemma 3. With labels established in above way, for each shortest
path SPiðs; tÞ 2 ASP ðs; tÞ, LfðsÞ \ LrðtÞ must contain
TopðSPiðs; tÞÞ.

Proof. Similar to Lemma 1, but notice that for every vspi ¼
TopðSPiðs; tÞÞ, where SPiðs; tÞ 2 ASP ðs; tÞ, if we split
SPiðs; tÞ into SPiðs; vspiÞ and SPiðvspi ; tÞ, apparently vspi is
the highest-significance vertex on both SPiðs; vspiÞ and
SPiðvspi ; tÞ, according to the new pruning strategy, vspi
must be put into LfðsÞ and LrðtÞ. Therefore, the top

vertices on each shortest path SPiðs; tÞ 2 ASP ðs; tÞ are in
both LfðsÞ and LrðtÞ. tu
In query, while splitting a subpath ðu; vÞ, we use a set Tm

to store all the vertices which minimize dðu; vxÞ þ dðvx; vÞ
for vx 2 LfðuÞ \ LrðvÞ, i.e., Tm ¼ fvx 2 LfðuÞ \ LrðvÞj argminvx
ðdðu; vxÞ þ dðvx; vÞÞg. For each vi 2 Tm, use assistant queries
to collect all the neighbors in Nrðvi; uÞ and Nfðvi; vÞ, then
continue the same process in Algorithm 2. If we denote the
average number of the shortest paths between the same
pairs as jNpj, the complexity only needs to be multiplied by
it as OðdkjLjjNpjÞ. Observing that jNpj can be considered as
a small constant in real-world networks, the complexity can
be still regarded as OðdkjLjÞ.

4.4 Multi-Threading Method

In order to further improve the performance of the previous
methods, we switch to the approximate method and imple-
ment it in parallel with multi-threading technique. Although
the basic method is already reasonably fast for real-time
applications, we can still explore a parallel algorithm to
achieve higher efficiencywith a little sacrifice of optimality.

In the ith iteration, the above sequential methods split
only one subpath (the subpath which passes the ith CV
object). To enhance the performance, we propose a parallel
method which has the same preprocessing as the basic
method but differs in query:

In an iteration, suppose SP ðs; tÞ has been split into x
subpaths: P1; P2; . . . ; Px (critical vertices selected in earlier
iterations have been removed from SP ðs; tÞ), do c opera-
tions on P1 � Px in parallel, and get the corresponding can-
didate vertices v1 � vx, then put them into a priority queue
which supports the multi-threading technique. When the
number of all selected candidate vertices reaches ak, where
a is a positive parameter (a 	 1), the algorithm terminates.
The ak vertices are sorted by significance and the top-k ones
of them are returned as result.

An example is shown in Fig. 3 where we set a ¼ 1:5 and
k ¼ 3. For query ðvs; vtÞ, in the 2nd iteration, P ðvs; vtÞ has
been split into two subpaths P ðvs; v2Þ and P ðv4; vtÞ. The rele-
vant operations on them run in parallel, then the candidate
vertices v1; v5 are pushed into a priority queue. In the 3th
iteration, four subpaths are processed simultaneously, then
the total number of all candidate vertices is jfv3; v1; v5;

Fig. 3. An example of the multi-threading method.
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vs; v2; v4; vtgj ¼ 7 > ak ¼ 4:5, thus the algorithm stops and
returns the top-3 vertices v3; v1; v5.

Speed Up. In each iteration of a sequential method, only
one critical vertex will be selected and only one subpath
will be split. Regard these as one unit operation, during
the whole query process, totally there are k unit opera-
tions (suppose there are more than k hops on the shortest
path). In the multi-threading method, in each iteration,
unit operations on different subpaths can run simulta-
neously. In optimal case, suppose the algorithm runs fully
in parallel, compared with the sequential methods, the
number of iterations in multi-threading method can be
logarithmically decreased to log ðakÞ, then the efficiency of
multi-threading method exceeds the basic method by
k=log ðakÞ times. Considering that the number of threads
in a computer is limited, the parallel method might not
achieve logarithmical speedup, but according to our
experimental results, the speedup of the multi-threading
method is still quite notable.

Accuracy. As this algorithm splits paths in parallel, the
result might not be the exact kCV objects. However, consid-
ering the complex factors in real-world networks, approxi-
mate results are still acceptable. The accuracy of the answer
of multi-threading method is determined by the topology of
the graph and the total order. We denote the kCV objects
returned by the multi-threading method of kCV query ðs; tÞ
as Mktopðs; tÞ. The accuracy of the multi-threading method
can be measured in different ways.

Definition 6 (Similarity). Denote comðs; tÞ ¼ Mktopðs; tÞ \
ktopðs; tÞ. Similarity is defined as the quotient of jcomðs; tÞj
and the total number of the returned critical vertices.

Similarityðs; tÞ ¼ jcomðs; tÞj
minfk; hopðSP ðs; tÞÞg (8)

hop() denotes the number of hops on the path. In the
best case, the exact kCV objects can all be found in query
and the similarity is 1. In the worst case, every time a sub-
path is split, the rest critical vertices in ktopðs; tÞ all lie in
the same side, which determines the lower limit of simi-
larity as log ðakÞ=k. However, the worst case hardly hap-
pens in real-world networks, and the experimental results
of random queries show that the accuracy is quite high in
practice.

We sort the vertices in Mktopðs; tÞ and ktopðs; tÞ respec-
tively in decreasing order of significance. Suppose u is the
ith vertex in Mktopðs; tÞ, and v is the jth vertex in ktopðs; tÞ,
we mark i as the index of u in Mktopðs; tÞ (and j is the index
of v in ktopðs; tÞ). We define compðs; tÞ as the set of vertices
which have same indices in bothMktopðs; tÞ and ktopðs; tÞ.
Definition 7 (Pos-similarity). We define pos-similarity as

the quotient of jcompðs; tÞj and the total number of returned
critical vertices.

Pos-similarityðs; tÞ ¼ jcompðs; tÞj
minfk; hopðSP ðs; tÞÞg (9)

a serves to control the tradeoff between the speed and
accuracy. In our experiment, the accuracy is quite good
even when a ¼ 1.

5 DISTRIBUTED SOLUTIONS TO KCV QUERY

This section introduces the algorithm and implementation
on distributed platform for kCV problem. On centralized
platform, the algorithms require a high-performance com-
puter with large memory, but the problem can be solved
with a cluster which consists of a set of ordinary machines.
Thus we study on applying our algorithm to distributed
paradigms, which have been widely used in recent research
work [41], [42], [43], [44]. We use Spark [45], a general and
efficient distributed engine for large-scale data processing
as our platform. Spark adopts resilient distributed dataset
(RDD), which is a distributed collection of elements, sup-
porting parallel operations and fault-tolerant mechanism.

The basic kCV query cannot be well parallelized, for the
basic method is a sequential process. The observation that
only those highest-significance vertices are needed in most
cases leads to our current implementation on distributed
platform, where we can use the most important landmarks
to construct the labels and parallelize the query algorithm.

As distributed processing is more appealing to appli-
cations with heavyworkload, single kCV query doesn’t need
a distributed platform to accelerate it, instead, we investigate
a batch of kCV queries in distributed framework, which can
process a batch of kCV queries by taking advantage of the
distributed computing power. Top-k batch (kBCV) query is
faced with multiple simultaneous requests on all pairs of
vertices in a query set. kBCV query is useful in many cases.
For example, in social network, query for the important indi-
viduals of the connections between every pair in a group is
quite common. In web graphs, searching for the significant
hubs on all-pair accesses in a LAN is also frequently applied.
We implement the algorithm efficiently, exploiting reverse
labeling and pruning strategy.

5.1 Preprocessing

Under most circumstances, only those most critical vertices
are of the users’ interest. With regard to this observation, we
investigate approximate approaches, which only focus on
those highest-significance vertices. In our implementation,
vertices which have higher significance than a fixed value Rs

are selected as landmarks. The set of landmarks is denoted by
Sl, i.e., Rs ¼ jSlj. Labels are established only with the land-
marks. Label construction on distributed platform is a multi-
source shortest path search rooted by the jSlj landmarks.
In the search from each li 2 Sl, put li and the corresponding
distance into the labels of all the vertices visited.

Traditional shortest path searches in large graphs are
quite costly. In order to improve the performance of the pre-
processing, we use shortcuts inserted by the local shortest
path searches to reduce the search space in label construc-
tion. Labels are generated with the jSlj landmarks on the
auxiliary graph Gþ, which consists of the original graph G
and those inserted shortcuts. With these shortcuts, labels
can be constructed more efficiently.

As Algorithm 3 shows, the preprocessing consists of two
steps. In the first step (lines 1-17), we run local shortest path
searches from every v 2 V with a hop limit H�, where H� is
a positive integer. For each local shortest path SPlðu; vÞ with
hopðSPlðu; vÞÞ ¼ H, insert a shortcut u ! v with length
dlðu; vÞ into G, where H is a positive integer and H < H�,
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dlðu; vÞ is the length of SPlðu; vÞ. In real-world networks,
with properH chosen, nearly all local shortest distances can
approach or be equal to the actual distances. The shortcuts
make G into auxiliary graph Gþ.

Algorithm 3. Preprocessing of kBCV Query with
Landmark set Sl on Distributed Platform

1: for u; v 2 V do
2: distanceListðu; vÞ ¼ 1
3: end for
4: for u 2 V do
5: calculate dlðu; vÞ, v 2 V with localBFSðu;H�Þ
6: for all ððu; vÞ; dlðu; vÞÞ do
7: if dlðu; vÞ < distanceListðu; vÞ then
8: update distanceListwith ððu; vÞ; dlðu; vÞÞ
9: end if
10: end for
11: end for
12: Gþ ¼ G
13: for ðu; vÞ 2 distanceList do
14: for hopðSPlðu; vÞÞ ¼ H do
15: insert shortcut u ! vwith length dlðu; vÞ into Gþ

16: end for
17: end for
18: for v 2 Sl do
19: for all vertices ui 2 SPT ðvÞ do
20: update LðuiÞwith ðv; dðui; vÞÞ
21: end for
22: end for

After shortcuts are inserted, we run a multi-source short-
est path search in Gþ to establish the labels (lines 18-22).
Shortcuts can reduce the diameter D of G (the largest num-
ber of hops on all shortest paths) to at most D

H þH. In this
way the search space can be decreased and the performance
is enhanced. We denote the labels generated with jSlj land-
marks as jSlj-index.

5.2 KBCV Query

With distributed framework, we can process a batch of kCV
queries simultaneously. A formal definition is given as
follows:

Definition 8 (kBCV query). Given a set of vertices Sq ¼
fv1; v2; . . . ; vjSq jg and a positive integer k, a kBCV query
returns the kCV objects on SP ðvi; vjÞ for every pair ðvi; vjÞ,
vi; vj 2 Sq.

In our algorithm, labels are distributively stored in an
RDD with hkey, valuei pairs as elements, where each vertex
ID vi is the key and the label LðviÞ is its value. First the labels
are reversed and the hubs are output as keys. As a pruning
method, the hubs are sorted by significance, then only the
top-kd highest-significance hubs are selected as candidate
critical vertices, where d is a positive number ðd 	 1Þ. The
pruning method is based on the fact: the highest-signifi-
cance vertices can cover most shortest paths. In most cases,
critical vertices query can be solved with only a small set of
those highest-significance hubs. With the pruning strategy,
the algorithm provides approximate results, where parame-
ter d serves to control the tradeoff between accuracy
and efficiency. The larger d is, the fewer hubs are pruned,

resulting in higher accuracy at the cost of time and space.
Considering that the highest-significance vertices are of
most users’ interest, users could set a parameter R as a
threshold to limit the significance of returned vertices. If
users set R, those hubs with lower significance than R are
also pruned. In this way the query only returns critical verti-
ces with significance above R. With jSlj-index, we can
answer kBCV queries with any threshold R � jSlj. The user-
defined R can help the algorithm to control the pruning
more flexibly and achieve higher efficiency. After pruning,
reversed pairs will be distributed to multiple machines
according to their hubs. We calculate the shortest distances
and return the kCV objects for each ðu; vÞ; u; v 2 Sq. By com-
puting the shortest distance for each pair in parallel, kCV
objects can be found efficiently. The process of computing is
scalable with load balance strategies.

An implementation of our solution to kBCV query is
shown in Algorithm 4. For convenience of description,
we just display the case of undirected graphs, but it is
simple to extend the method to directed case. Here we
explain Algorithm 4 in detail. On each machine, for every
u 2 LðvÞ, we reverse the original pair from hv; ðu; dðu; vÞÞi
to hu; ðv; dðu; vÞÞi (lines 1-3). The pruning is implemented
with a filter operation on the RDD (lines 4-8). Then the
shortest distances can be calculated simultaneously on
different machines (lines 9-12). Shuffle operations are
required for the repartition of data across machines. In
the last step, kCV objects on every SP ðvi; vjÞ are returned
(lines 13-15), where vi; vj 2 Sq.

Algorithm 4. A Distributed Implementation of kBCV
Query

1: for each element ðu; dðu; vÞÞ 2 LðvÞwhere v 2 Sq do
2: Output hu; ðv; dðu; vÞÞi
3: end for
4: for all hu; ðv; dðu; vÞÞi do
5: filter out the hubs u, where rðuÞ < R
6: select top k � d hubs, denoted by u1; u2; . . . ; uk�d
7: Output hui; ðv; dðui; vÞÞi, i 2 ½1; k � d

8: end for
9: for each hu; ðvi; dðvi; uÞÞi and hu; ðvj; dðu; vjÞÞi do
10: dðvi; vjÞ ¼ dðvi; uÞ þ dðu; vjÞ
11: Output hðvi; vjÞ; ðu; dðvi; vjÞÞi
12: end for
13: for all hkey, valueiwith key¼ðvi; vjÞ do
14: Outputhðvi; vjÞ; kCV objects on SP ðvi; vjÞi
15: end for

Complexity. Suppose there are p machines on the cluster.
If p ¼ 1, the algorithm is fully parallelized. Reversing
labels in step 1 takes OðjSqjjSljÞ time. Then a shuffle is
required to select the top kd candidate critical vertices. Time
consumption in distance computation decreases with p. For
each candidate vertex, computing the distance costs jSqj2. In
total, the time complexity is OðjSqjjSlj=pþ jSqj2=pþ TsÞ,
where Ts denotes the time cost in shuffle. The space con-
sumption is OðnjSljÞ.

6 EXPERIMENTS

In this section we will present experimental results of the
algorithms mentioned in this paper. The graphs we tested
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are real-world networks taken from the 9th DIMACS
website1 and Stanford large network dataset collection,2

including road networks, social networks and web graphs.
For each graph, Table 2 gives detailed characteristics.

6.1 Experiments on Centralized Platform

On centralized platform, we implemented our algorithms in
C++ and compiled them with Visual Studio 2013. Experi-
ments were conducted in a 64-bit Windows 8 workstation
with two Intel Xeon CPUs (3.33 GHz) and 64 GB memory.
Each CPU has 4 cores. In the experiments of multi-threading
method, all 8 cores were used with OpenMP by default. We
adapted the methods of label construction in [30], [35], [36]
for the preprocessing, with no label compression methods.

6.1.1 Preprocessing

For the basic method, Table 3 shows the experimental
results of the preprocessing on all instances with different
strategies of significance ranking. The performance indica-
tors include the average label size (La), preprocessing time
and memory space. We employ the preprocessing of CH
[30] to remove the nonsignificant vertices, which are mea-
sured by the properties of them, including the degree and
betweenness, then reorder the top L highest-significance
vertices in the remained graph, following the way in [36].
We show the result of RK1(L ¼ 0) and RK2(L ¼ 15164), in

comparison with the degree strategy and PageRank, a
widely-applied ranking algorithm. For PageRank, we set
the damping factor d ¼ 0:85 and convergence criterion
" ¼ 0:00001. From Table 3 we find that for social networks
and web graphs, degree strategy and PageRank work well,
but they perform worse than other strategies in road net-
works. Considering that in road networks, the degree of dif-
ferent vertices does not vary obviously, and the paths are
much longer than other types of graphs, thus degree and
PageRank are not suitable strategies for road networks. For
them, betweenness is a better standard. With proper realisti-
cally meaningful vertex properties for different networks
considered, the label sizes can be well reduced and be of
benefit to the query efficiency.

Fig. 4 shows the preprocessing of the basic method, pure-
labeling method and the case of multiple shortest paths
(multi-SP) mentioned in Section 4.3.3, and compares them
in terms of space and time consumption. For road networks,

TABLE 2
Instances

Graph Network type Nodes Edges Directed weighted Average degree Max degree

NewYork Road 264,346 733,846 undirected weighted 2.78 16
BAY Road 321,270 800,172 undirected weighted 2.49 14
Florida Road 1,070,376 2,712,798 undirected weighted 2.53 16
NWUSA Road 1,207,945 2,840,208 undirected weighted 2.35 18
CAL Road 1,890,815 4,657,742 undirected weighted 2.46 14
EUSA Road 3,598,623 8,778,114 undirected weighted 2.44 18
CUSA Road 14,081,816 34,292,496 undirected weighted 2.44 18
Brighkite Social 58,228 214,078 undirected unweighted 7.35 2268
WikiTalk Social 2,394,385 5,021,410 directed unweighted 2.10 100032
Orkut Social 3,072,441 117,185,083 undirected unweighted 38.14 33313
NotreDame Web 325,729 1,497,134 directed unweighted 4.60 10721
Google Web 875,713 5,105,039 directed unweighted 5.83 6353

TABLE 3
Performance of Preprocessing with Different Ranking Strategies

Instances Degree PageRank RK1 RK2

La Prep(s) Space(GB) La Prep(s) Space(GB) La Prep(s) Space(GB) La Prep(s) Space(GB)

NewYork 610.9 365.2 1.22 685.1 486 1.36 88.9 64.5 0.2 68.7 468 0.16
BAY 784.3 656.8 1.89 1121.8 1202.3 2.70 69.4 35.8 0.19 49.9 404.2 0.14
Florida 1584.3 8764 12.68 2715.6 31127 21.7 87.1 133.3 0.79 67.2 448.6 0.62
NWUSA 804.2 2865 7.28 1907.4 17263 17.2 90.2 167.2 1.44 75.3 469.5 1.21
CAL 1179.4 9319.4 16.7 DNF DNF DNF 98 234.8 2.96 94 500 2.84
EUSA DNF DNF DNF DNF DNF DNF 139.4 649.1 9.16 127 989 8.29
CUSA DNF DNF DNF DNF DNF DNF 285.3 8142 38.7 230 9728 30.6
Brighkite 90.0 16.9 0.04 86.3 17.5 0.04 83.2 32.3 0.04 76.3 387 0.04
WikiTalk 67.9 1372.0 1.30 78.9 1300.9 1.49 64.3 2348.4 1.23 60.5 4348.5 1.16
NotreDame 21.1 22.5 0.07 33.9 50 0.11 20.3 53.7 0.07 18.6 78.4 0.07
Google 143.4 1173.9 1.01 161.5 1689.7 1.13 141.8 4326.2 1.00 137.0 6374 0.97

Fig. 4. Preprocessing of the basic method, pure-labeling and multi-SP.
1. http://www.dis.uniroma1.it/challenge9/
2. https://snap.stanford.edu/data/
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the results of these three methods do not differ obviously.
The cost of pure-labeling preprocessing exceeds the con-
sumption of the basic method by 1:5% � 25:6% in time and
2:3% � 6:3% in space. For multiple shortest paths, the time
consumption is 0:7% � 13:7% more than the basic method,
and the space cost is 2:9% � 6:5% higher. For social net-
works and web graphs, considering that there are many
shortest paths between same pairs, the costs of pure-label-
ing and multi-SP methods also turn higher.

6.1.2 Efficiency of Different Methods of Query

Fig. 5 compares the efficiency of the basic method and some
traditional shortest path algorithms to answer kCV query.
The time consumption of the basic method increases with k.
Obviously, the basic method outperforms other methods by
1:4 � 5 orders of magnitude. Traditional algorithms cannot
directly obtain the kCV objects in top-down order. Even
with optimization, they still have to get much more than k
vertices, or even all vertices on the shortest path and then
compare their significance. We also present the time con-
sumption when we set k ¼ 1, i.e., query for the complete
shortest paths. The results prove that our basic method is an
efficient way of shortest path sketch.

Fig. 6 presents the time consumption of the basic method,
multi-threading method and pure-labeling method when k
varies from 1 to D. Each time we randomly chose 1,000,000
pairs of vertices for kCV queries, then calculated the aver-
age query time.

As the overall trend shown in Fig. 6, for the general
methods, the query time increases obviously (nearly
linearly for sequential methods) with k when k is small.
This is reasonable because k determines the number of
unit operations, which dominates the time consumption
if the label sizes of different vertices are assumed to be
uniform. When k grows larger, for many query pairs, k
approaches to or even exceeds the number of hops on
their shortest paths. Therefore, the curves of query time
tend to become smooth.

Fig. 6 compares the three methods in terms of the query
time. In the experiments of multi-threading method, we set

a ¼ 1:0 and use 8 threads. All the three methods can respond
in microsecond level, competent for real-time kCV queries. In
comparison, the time cost of the basic method is most expen-
sive. Pure-labeling method outperforms it by 14% � 51%. In
road networks, the performance of multi-threadingmethod is
a bit subtle: when k is very small, its query latency is slightly
higher than the basic method. This phenomenon is attributed
to the cost of multi-threading technique. However, when k
grows, multi-threading method shows its superiority, which
outperforms pure-labeling method by 3 � 6 times. In social
networks and web graphs, most shortest paths have much
less hops than road networks, for example, in Brightkite,most
shortest paths consist of only 3 � 10 vertices. In this case, the
multi-threadingmethod is not necessary.We can further com-
bine the sequential and multi-threading methods to obtain a
more flexible solution: apply the basic method if k is very
small, and usemulti-threadingmethod to accelerate the query
when k increases.

6.1.3 Effect of a on Accuracy and Efficiency

We investigate the effect of a in multi-threading method.
The experimental results confirm our analysis in Section 4.4.
Fig. 7 describes the change trend of query time with differ-
ent a. Not surprisingly, time consumption increases with
larger a. When a ¼ 8, the query latency is 1:5 � 2:3 times
higher than the time cost when a ¼ 1. Fig. 8 shows the accu-
racy with different values of a ¼ 1:0; 1:5; 2; 3; 4; 8.

In general, the results have deviations from the exact
kCV objects, but they are also considerably accurate. For
most instances, similarity stays over 95 percent and pos-
similarity always exceeds 70 percent when a 	 4. In fact, we
find the quality of the result is already acceptable when
a ¼ 1, achieving 70 percent similarity even in the worst case.

The curves in Fig. 8 are in the shape of check marks.
Accuracy is high when k is small but decreases gradually
and reaches a bottom when k grows. This is owing to the
growing number of the subpaths which should be split. If k
continues increasing, then the accuracy rises again because
ak approaches to D, leading to more common vertices
returned by both sequential and multi-threading methods.

Fig. 5. Efficiency of basic method and traditional methods for kCV query. Fig. 6. Time consumption of the basic method, multi-threading method
and pure-labeling method.
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6.1.4 Parallelization in Multi-Threading Method

Fig. 9 shows the impact of parallelization on query latency
when we set the number of threads Nt to 1, 2, 4, 8 respec-
tively. From the figure we can imply that the speedup of
multi-threading technique is not obvious when k is small,
but if k is larger, the query performance is apparently
improved when Nt increases. Every time when we double
Nt, the query efficiency can be enhanced by 1:2 � 1:9
times.

6.2 Experiments on Distributed Platform

We conducted experiments with Spark 1.3.0 in Scala, on a
cluster with 9 workers, each worker has 6 cores and 18 GB
memory, totally 54 cores and 162 GB memory. For each
instance, we preprocessed indices with Rs ¼ 500 sequen-
tially. Unless otherwise stated, in each experiment on kBCV
query, we randomly picked query sets, each consists of
1,000 vertices, set threshold R ¼ Rs, then calculated the
average results of the 1,000,000 kCV queries.

6.2.1 Performance of kBCV Query with Varying jSqj
Fig. 10 presents the total time of a kBCV query on Sq with
different sizes. The figure reveals that kBCV query latency
is sublinear with respect to jSqj. With the optimization tech-
niques of the distributed platform, kBCV queries with larger
query sets perform better in average latency, which indi-
cates that distributed platform is appealing to kBCV queries.

6.2.2 Efficiency of kBCV Query with Varying k and d

The performance of kBCV query is shown in Fig. 11, where k
varies from 1 to 32, d is set to 1, 2, 4, 10, 15, 20, 25. For fixed d,
there is an obvious increasing tendency when k increases,
which accords with the intuition.Whenwe focus on the effect
of d, the figure indicates that higher d incurs higher time con-
sumption. When d ¼ 10, average query time is 2 � 3:2 times
higher than the cost when d ¼ 1. That is because higher d leads
toweaker pruning and higherworkload of computation.

6.2.3 Accuracy of kBCV Query

Fig. 12a presents the accuracy of kBCV query when d varies
from 1 to 25 and k is fixed to 20. We measure the accuracy
by similarity, i.e., the ratio of the common kCV objects
between the answers returned by the basic method and
Algorithm 4 to all the vertices returned by Algorithm 4.
As d serves to control the tradeoff between efficiency and
accuracy, larger d leads to higher accuracy at the cost of
query time. On average, accuracy stays higher than 70%
with d 	 10 for most instances.

Fig. 8. Accuracy (similarity and pos-similarity) with different a in multi-
threading method.

Fig. 7. Time consumption with different a in multi-threading method. Fig. 9. Time consumption with different numbers of threads in multi-
threading method.

Fig. 10. Total time cost of kBCV query with different jSqj.
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6.2.4 Speed-Up of kBCV Query

On distributed platform, the speed-up with the increasing
number of computation cores in the cluster is a main fea-
ture. Fig. 12b describes the time cost with different num-
bers of cores Nc used in the cluster. We set k ¼ 20 and
d ¼ 4. In practice, most time is spent in shuffle, but with
more cores in the cluster, computation is distributed and
the total time can be substantially reduced. According to
the figure, the efficiency is greatly enhanced with more
cores. The average query time when Nc ¼ 54 is improved
by 13 � 32 times compared with the case when Nc ¼ 1.
This result confirms the satisfying speed-up of kBCV query
on distributed platform.

7 CONCLUSION

In this paper, we propose kCV query as a kind of shortest path
sketch. Our algorithm is based on hierarchical strategies,
applying distance oracle to deal with shortest distance queries
in the preprocessing. As for the query, we stand on a new
point of view, pay attention to those crucial vertices on the
shortest path and study on algorithms on both centralized and
distributed platforms. On centralized platform, we propose a
basic algorithm as a fundamental solution and then extend it
to other methods with optimization and parallelism. Multi-
threading method is especially attractive, which can achieve
much higher efficiencywith slight sacrifice of accuracy.

On distributed platform,we investigate kBCVquery,which
aims to process a batch of kCV queries. By taking advantage of
distributed computation, the algorithm is speeded up.

All methods of kCV query mentioned in this paper are
of high efficiency, returning an accurate sketch of shortest
paths in microseconds.
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